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ANNOTATION

This report investigates this discipline that deals with natural and artificial systems. In the past few years there
has been a lot of research on the application of swarm intelligence. A large number of algorithms have been used
in different spheres of our life. In this paper we give an overview of this research area. We identify one of the
algorithms of swarm intelligence systems and we show how it is used to solve problems. In other words, we present
Bee Algorithms, a general framework in which most swarm intelligence algorithms can be placed. After that, we
give an extensive solution of existing problem, discussing algorithm’s advantages and disadvantages. We conclude
with an overview of future research directions that we consider important for the further development of this field.

AHHOTAIUSA

By ecen Taburu skoHE KacaHIBI KyHelepre KaThICTH OCHI MOHAL 3epTTeini. COHFBI OipHeIIe KbUT imiHae
MHTEJUICKTTI KOJIaHy OOHBIHIIA KONTEreH 3epTTeyiep Kyprizunmi. Kenreren anroputmuep 0i3miH eMipiMi3iH
SpTYPpJIi cananapsiHaa KoaaHeuisl. OCh )KyMbICTa 013 OCHI 3epTTey callachblHa IOy XKacaiMbl3. bi3 kapynanran
MHTEJUIEKT JKYHeNepiHiH aNropuTMAEpiHiH OipiH aHBIKTaHMbI3 >KOHE OHBIH €CenTep/i WIbFapy YILIH Kajal
KOJIIAHBUIATHIHABIFBIH KopceTeMi3. backamma aiiTkanma, Oi3 Ha3apiapblHBI3Fa AITOPUTMACPAIH KOMIILUTIriH
OpHaJacThIpyra OoNaThIH Xajirmel meHOep Bee amropurmaepin ycbiHambi3. OcbliaH KeliH 013 aNrOpUTMHIH
apTHIKIIBIIBIKTAPEI MEH KEMIIUTIKTEPiH TaNKbUIal OTBIPHIN, Oap MOCEJeHiH KeH IIemiMiH Tabambi3. bi3 ochr
caJlaHbl OJJaH 9pi IAMBITY YIIIH MaHBI3/IbI JIETl CAHANTBIH OOJIaIIaK 3epTTey OaFrbITTAPBIH HIONYMEH asKTalMBbI3.

AHHOTAIUSA

DTOT OTYET HCCIEIyeT 3Ty JAWCHMIUIMHY, KOTOpas MMEET JeJI0 C €CTECTBEHHBIMH U HCKYCCTBEHHBIMHU
cucrteMaMu. B mocneiHie HECKOIBKO JIET OBLIO IPOBEICHO MHOT'O UCCIICAOBAHM IO IPUMEHEHHIO Pa3BEIKHU POSL.
BomnpIroe konnaecTBo anropuTMOB OBUTO NCIIONB30BAaHO B Pa3sHBIX cdepax Hamiel xku3HU. B 3T0l cTaThe MBI TaeM
0030p 3T0i1 00sIacTH KccaeoBaHUi. MBI orpesiesnisieM OIMH U3 aJrOPUTMOB CUCTEM Pa3BEIKH POsI U [TOKa3bIBaeM,
Kak OH HCIOJIb3yeTcsl JuIsl penenus nmpobnem. Jpyrumu cioBamu, Mbl npezcrasisieM Bee Algorithms, o6mryro
CTPYKTYPY, B KOTOPYIO MOKHO IIOMECTHTh OOJIBIIMHCTBO AJITOPUTMOB pa3BekH posi. [lociie 3Toro Mel moapo6Ho
paccMOTPUM CYLIECTBYIOIIYIO IpoOsieMy, 0OCYyJUM JOCTOMHCTBA M HEJOCTaTKM aJropuTMa. MBI 3aBepliaeM
0030p OyayIX HaNpaBIeHUH HCCIIEA0BaHUI, KOTOPbIE MBI CYNTAEM BRXKHBIMHU JUUISL aTbHEHIIIEr0 pa3BUTHSI ATOM
obmacru.
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A swarm is a large number of homogenous, simple
agents interacting locally among themselves, and their
environment, with no central control to allow a global
interesting behavior to emerge. Swarm-based
algorithms have recently emerged as a family of nature-
inspired, population-based algorithms that are capable
of producing low cost, fast, and robust solutions to
several complex problems. Swarm Intelligence (SI) can
therefore be defined as a relatively new branch of
Artificial Intelligence that is used to model the
collective behavior of social swarms in nature, such as
ant colonies, honey bees, and bird flocks. Although
these agents (insects or swarm individuals) are
relatively unsophisticated with limited capabilities on
their own, they are interacting together with certain
behavioral patterns to cooperatively achieve tasks
necessary for their survival. The social interactions
among swarm individuals can be either direct or
indirect. Examples of direct interaction are through
visual or audio contact, such as the waggle dance of
honey bees. Indirect interaction occurs when one
individual changes the environment and the other
individuals respond to the new environment, such as
the pheromone trails of ants that they deposit on their
way to search for food sources. More specifically, this
paper discusses one of the most popular models of
swarm intelligence inspired by bees’ behavior.

In the past decades, biologists and natural
scientists have been studying the behaviors of social
insects because of the amazing efficiency of these
natural swarm systems. In the late-80s, computer
scientists proposed the scientific insights of these
natural swarm systems to the field of Artificial
Intelligence. In 1989, the expression "Swarm
Intelligence” was first introduced by G. Beni and J.
Wang in the global optimization framework as a set of
algorithms for controlling robotic swarm. In 2005,
Acrtificial Bee Colony Algorithm was proposed by D.
Karabago as a new member of the family of swarm
intelligence algorithms.

Since the computational modeling of swarms was
proposed, there has been a steady increase in the
number of research papers reporting the successful
application of Swarm Intelligence algorithm in several
optimization tasks and research problems.

The remainder of this paper is organized as
follows: The next section presents an overview of
natural swarm system (Bees). Then, the last section
summarizes the advantages and limitations of swarm
intelligence and provides some concluding remarks on
the paper and open questions of the field.

Swarm intelligence is the discipline that deals with
natural and artificial systems composed of many
individuals that coordinate using decentralized control
and self-organization. In particular, the discipline
focuses on the collective behaviors that result from the
local interactions of the individuals with each other and
with their environment. Swarm intelligence models are
referred to as computational models inspired by natural
swarm systems. To date, several swarm intelligence
models based on different natural swarm systems have
been proposed in the literature, and successfully
applied in many real-life applications. Examples of

swarm intelligence models are: Ant Colony
Optimization, Particle Swarm Optimization, Artificial
Bee Colony, Bacterial Foraging, Cat Swarm
Optimization, Artificial Immune System, and

Glowworm Swarm Optimization. In this paper, we will
primarily focus on one of the most popular swarm
intelligences models, namely, Bee Colony.

The Bees Algorithm is inspired by the foraging
behavior of honey bees. Honey bees collect nectar from
vast areas around their hive (more than 10 kilometers).
Bee Colonies have been observed to send bees to
collect nectar from flower patches relative to the
amount of food available at each patch. Bees
communicate with each other at the hive via a waggle
dance that informs other bees in the hive as to the
direction, distance, and quality rating of food sources.
The information processing objective of the algorithm
is to locate and explore good sites within a problem
search space. Scouts are sent out to randomly sample
the problem space and locate good sites. The good sites
are exploited via the application of a local search,
where a small number of good sites are explored more
than the others. Good sites are continually exploited,
although many scouts are sent out each iteration always
in search of additional good sites, the process is
repeated.
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Process Bee colony algorithm

Step 1: Assign control parameters

Step 2: Initialize solutions

Step 3: Repeat until stopping criteria is met

[1 Send the employed bee and calculate fitness

[] Send the onlookers and calculate fitness

[ Send the scout bees

[1 Memorize the best solution

Step 4: Stop condition

Using Bee algorithm we can find a global
maximum of function.

Let consider one function f(x, y) = -(x"2 + y"2).

The sign “- is placed because of the function has
a global maximum, not minimum. Global and single
maximum of this function is in the point (0;0), where
f(0,0)=0.

Necessary parameters:

The number of bees scouts: 10

The number of bees that are sent to the best sites:
5

The number of bees that are sent to other selected
areas: 2

The number of the best sites: 2

The number of selected areas: 3

The size of each section: 10

Let the scouts were the following, portions (list
sorted in descending order of the objective function):

f(15, 18) =-549

f(-30, -15) =-1125

f(22, -31) = -1445

(18, 40) = -1924

f(-25, 47) = -2834

Is topping

Find optimal
solution

Stop

(60, 86) = -10996

f(-91, -99) = -18082

(17, -136) =-18785

f(-152, -1) = -22501

f(-222, 157) = -73933

First, the best points will be chosen:

f(15, 18) = -549

f(-30, -15) = -1125

Then, other 3 points of the perspective areas will
be chosen:

f(22, -31) = -1445

(18, 40) = -1924

f(-25, 47) = -2834

In the neighborhood of the best points will be sent
by 5 bees:

For the first best point coordinate value, which is
limited to the site will be:

[15 - 10 = 5; 15 + 10 = 25] for the first coordinate

[18 - 10 = 8; 18 + 10 = 28] for the second
coordinate

And for the second point:

[-30 - 10 = -40; -30 + 10 = -20] for the first
coordinate

[-15 - 10 = -25; -15 +10 = -5] To the second
position

Similarly, the intervals are calculated for selected
areas:

[12; 32] [-41; -21]

[8; 28] [30; 50]

[-35; 15] [37; 57]

Note that here for each of the coordinates the size
of the area is 20, but in reality it is not necessarily so.
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In each of the top five points we sent our bees. And
also to selected areas on two bees. And, we will not
change the position of the bees who have found the best
and selected areas, otherwise there is the likelihood that
the next iteration of the maximum value of the objective
function will be worse than in the previous step.

Now suppose that in the first section, we have the
best following bees:

f (15, 18) = -549

f(7,12) =193

f (10, 10) = 100

f (16, 24) = 832

f (18, 24) =900

As you can see, among these new points, there are
some that are better than the previous solution.

So the same actions with the second section, and
then similarly with the selected area. Then among all
the new points again, marked the best candidates, and
the process repeats.

Here you need to pay attention to one feature that
may be important in the implementation of the
algorithm. A few bees can get to the same area (close
to each other, the size of the area, or perhaps the
proximity of bees given a separate option). Therefore,
there are two variants of behavior:

We believe that these two bees found two different
intersecting sections and both of these areas noted as
the best or selected.

Also, there is one area whose center is at the point
that corresponds to a bee with a large value of the
objective function.

In the implementation of which will be described
below, a second variant of behavior, as it seemed less
prone to jamming in local extremes.

This algorithm is introduced in the real life.

Let consider one example. Assume that there is an
accident which connected with a shipwreck. As a
consequence, there are lots of people who are in the
water. Using the above-mentioned method, we
implement such drones instead our bees. These drones
randomly direct in order to know the places with the
most number of people and send the information to the
base. With the received data the rescuers are send firstly
to these places most number of people of people.
Secondly, to the places with less number of people and
SO on.

Summary

In conclusion, it can be stated that the swarm
intelligence can be used in the number of applications.
As we mentioned before, we used bee algorithm in our
real life to solve problems and make human life easy.
Such as unmanned aerial vehicles (considered in
application). Using this information, we will make a
program, which shows the possibilities of the bees
algorithm.
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